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Abstract  

The need to have a secure lifestyle for older persons at home is in demand more than ever. 
One of the major concerns for smart home systems is the capability of adapting to the user as 
personalizing the behaviorur of the home may provide improved comfort, control, and safety. 
The aim of this work is to (predict temporal anomalies among the aged living in older people 
home using ensemble learning algorithms) develop and simulate an ensemble learning 
algorithm for temporal anomaly detection of activities of daily living in old people’s home. 
To achieve this goal, we applied two supervised learning algorithms which include the k-
nearest neighbour (K-NN) and naïve Bayes (NB) algorithm. This two supervised learning 
algorithms were used to build the ensemble learning algorithm based on a 60day period 
secondary data collection, consisting of three of the four non-repetitive daily routine activities 
used for finding anomalies. The remaining data was used for testing the model. Rapidminer 
was used in model testing and the results showed that Ensemble learning model yielded better 
results than individual algorithms. This is because the two algorithms complemented each 
other as the strength of NB which is the stronger algorithm in the study; with capacity of 
handling missing value within a dataset, augmented the K-NN algorithm. The model’s 
suitability was proven being that its average rate leads to increase in prediction accuracy. 
However, in this study NB algorithm was used in combination with K-NN as an ensemble 
learning technique, which improved k-nearest neighbour by increasing the ensemble learning 
model; producing a 95.0% level of accuracy as against the K-NN with an accuracy level of 
71.67% singly. The result also revealed that NB algorithm is best when dealing with 
multivariate dataset and dataset with missing values as it individually outperformed the 
ensemble learning algorithm with an accuracy of 98.33% against 95.00% respectively. The 
ensemble learning algorithm has proven to have the capacity to handle missing values within 
data set, and so its average rate leads to better prediction accuracy. 

Keywords: Temporal Anomalies, Aged  people,  Ensemble Learning Techniques, 

Simulation, Naïve Bayes, K- Nearest Neighbour, Supervised Learning, 

 

1. Introduction 

Anomalies are simply patterns or trends of older adults which are abnormal to their usual 

routine activities of daily living in a smart home whose data is collected via a wireless sensor 

network and stored in a central database for analysis. Areas of anomaly in these smart homes 

are: behavioural, spatial and temporal. However, not much has been done in the area of 
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temporal anomaly; hence, this paper presents simulating an ensemble model for detecting 

temporal anomaly in old people’s home based on the duration of non-repetitive generalized 

activity for a period of 60 days.  

Not long ago, data collection on human daily living meant carrying out surveys or 

using witnesses in the location of other humans to record observations on the behavioural 

habits. However, at the advent of microprocessor miniaturization, computing power has been 

implemented in mobile devices and gadgets and has almost invaded every sphere of life. This 

birthed the evolution of wireless, modest and affordable sensors for information collation in 

daily ‘smart’ surroundings.  

This information so collected when studied using machine learning techniques, do not 

only give insight that can be inter-leavened in our lives but can also produce computerized 

domain specific support to daily living environments, for example a smart home. However, 

researchers have been more focused on the use of smart home automation to observe 

occupant’s ability to carry out key Activities of Daily Living (ADL) as well as instrumented 

ADLs (iADLS) due to its importance in independent living for the aged and health care 

management [1]. Such activities include: cook_breakfast, eat_breakfast, sleeping, showering 

and taking medications. 

Research on independent living is however not limited to dementia sufferers. Many published 

works have also addressed the issue of independent living in a broader sense [2], [3], [4] The 

smart environment can identify, model and evaluate the performance progression of dementia 

of the Alzheimers type in the execution of activities of daily living. The smart home can 

either monitor and collect the activities information of the user by means of sensors or 

communicate and control its environment. The former approach is widely used for 

monitoring, anomalous behaviour detection, behaviour diagnosis and prediction of activities 

in an Ambient Intelligence (AmI) environment [5], [6], [7], while the latter approach is used 

to intervene and interact with the user as a means of preventing accidents and reminding the 

user of daily routine activities at the precise time. 

In this paper, a 60 day period of data from the Tulin CASAS Washington State 

University [8] of four non-repetitive generalized activities of daily living of an older adult 

was used to build and simulate an ensemble model based on naïve bayes algorithm and k-

nearest neighbour algorithm for detecting anomalies in the old people’s home. 

 

2. Related work 
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Anomaly simply put is the deviation from the normal patterns of older adults in 

carrying out their daily healthy living in a context aware environment. This context aware 

environments could be smart homes, Ambient Intelligent (AmI) environment to support the 

older adult in living a less dependent life. 

These Smart homes are intentionally designed living spaces that provide interactive 

technologies and support systems to enable people – for example elderly persons to enjoy a 

high level of independence, activity participation or well-being than otherwise afforded [9], 

[10]. Longevity of life is often associated with high rate of vulnerability to diseases and 

injury [11]. Chronic diseases such as cancer, diabetes, arthritis, heart disease and chronic 

obstructive pulmonary disease are very common in older adults. Falls and injuries are even 

more common in elderly people [12]. It has been predicted that by 2035 the number of people 

with dementia will double [13] and by 2050 the number of full time carriers will have tripled 

[14]. With these current trends in population demographics, it is becoming increasingly 

difficult for governments worldwide to fully maintain their health and social care systems 

[15]. Therefore, the use of smart technologies, including smart-homes could arguably relieve 

the pressure on aged care health and social support services [11]. 

Reddy proposed the use of Bayesian networks as suitable for anomaly detection [16]; While 

Smolyakov et al, developed and implemented an automatic anomaly detection algorithm for 

meteorological time-series [17]; and Giannoni et al, proposed four different approaches for 

detecting anomaly, namely: Running Average Low-High Pass Filter, Univariate Gaussian 

Predictor, Seasonal ESD (Extreme Studentized Deviate) Algorithm and Local Density Cluster-

based Outlier Factor (LDCOF). He discovered that LDCOF which is based on k-means clustering 

is best for multiple features or a multivariate dataset. They proved that K-means Clustering 

machine learning technique is best for creating a solution implemented using multiple features or 

a multivariate dataset [18]. However, since this paper is limited to the application of supervised 

machine learning technique; naïve bayes, k-nearest neighbour which is the supervised variant of 

the unsupervised k-means clustering algorithm was used.  

Research in anomaly detection has presented a lot of solutions to effectively detect 

anomaly which can be behavioural, spatial and temporal for both categorical and continuous 

datasets. It has also been proven by recent researches that implementing solutions with 

individual machine learning technique for dataset inhibits the expected results [19]. Hence, 

ensemble learning techniques which allow for the implementation of two or more machine 

learning technique per time in creating a solution [17] is highly encouraged and recommended.  

This is because the shortcomings of either technique can be complimented by the corresponding 

 
https://doi.org/10.5281/zenodo.5504103

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 8, August 2021

 
https://doi.org/10.5281/zenodo.5504103

11 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



technique. For example, in this paper the ensemble learning technique approach was used to 

build the model. This ensemble experts learning techniques used was Naïve Bayes algorithm and 

k-nearest neighbour algorithm which is the supervised variant of k-means clustering learning 

techniques. 

 

3. Research  Method 

Data Collection 

The data used in the study is secondary data collected from an online repository which 

consist data set of sensor events collated from the Washington State University, Centre for 

Advanced Studies in Adaptive Systems (WSU CASAS), Tulin smart apartment test bed from 

April to July of 2009 [8].  The apartment houses two married residents, though record of only 

one occupant is made public. The original data had ten generic activities of both repetitive 

and non-repetitive activity of daily living annotated by start time and end time of each routine 

activity occurrence having four attributes. 

Data preparation and feature extraction 

The data collected is contained in a text file and needed to be prepared by uploading it 

through the xlminer platform via the import text wizard. The xlminer converted the data from 

text file format into numeric and arranged in rows and columns. This resulted to 486,912 

rows with 6 columns of data set. The dataset was then sorted and features were extracted into 

daily living activities with its corresponding start time, end time for each activity, the state, 

which is either the ‘begin’ or ‘end’ state per day. The duration (mins) of each activity was the 

focus of this study.  This was derived as the difference between the start time of an activity 

and the end time of the activity.    

The extraction of non-repetitive generic activity of daily living from the data set was 

carried out. This is made up of four (4) activities out of the ten the activities. The extracted 

activities also include the corresponding start time and end time of those activities. These 

activities include: cook_breakfast, cook_lunch, leave_home and enter_home. Five (5) 

attributes were used in this study. Two (2) of these attributes were derived from the initial 

data. the attributes include: 

1. Approximate Duration: which was derived from the difference between the 
Start_Time and End_Time of the individual activity in Minutes? 
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2. State: derived from the approximate duration based on the following condition:     
duration (minutes) < 1 = False, OR duration (minutes) > 1 = True 

 
The other regular attributes include:  

1. Days  
2. Start time  
3. Adl (activities of daily living) 

 

Modeling and simulation 

In building and simulating the ensemble model for detecting temporal anomaly, Rapidminer, 

a predictive analysis tool was used. In using this tool, the example set made up 180 examples 

i.e. the rows, which were gotten from a 60day period of three different activities with one 

special attribute called the label and four regular attributes. This data set was added to the 

rapidminer repository via an operator named ‘Add data’ in a process environment. The data 

built was carried out via operators in a process. The first operator was the ‘retrieve’ operator, 

which is responsible for calling out data sets already saved in the rapidminer repository. The 

‘retrieve’ operator has an ‘out’ port, it uses to connect to other operators via their ports or the 

‘res’ port in the process environment. In building the ensemble model for this paper, the ‘out’ 

port of the retrieve operator was connected to the ‘tra’ port of the vote operator which is an 

operator capable oof implementing the more that one machine learning algorithm per time. 

The ‘tra’ port is simply what gives access to the data set for training while the ‘mod’ port on 

the right side of the vote operator, is the port responsible for the output of the model 

implementation. The ‘mod’ port is then connected to the ‘res’ port of the process 

environment. After this connection is set and ready, the run button is clicked on and the 

model is built. It is important to note that the vote operator is a sub process, and its at the sub 

process level naïve bayes algorithm and k-nearest algorithm are implemented via their 

operator calls as shown in the figure 1 below. 

 
https://doi.org/10.5281/zenodo.5504103

International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 19, No. 8, August 2021

 
https://doi.org/10.5281/zenodo.5504103

13 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500



 

Figure 1: Design View of the Simulated Ensemble Model 

 
4. Implementation 

In implementing the model simulation, the operator called model simulator is called via 

its operator. This is done by dragging and dropping the operator in the process window. 

The model operator as shown in figure 2, has five ports; with three on the left side called 

‘mod’, ‘tra’ and ‘tes’ respectively. The ‘mod’ port is connected to the ‘mod’ port of the 

vote operator; while the ‘tra’ port known as training is connected to the retrieve operator 

to feed in the training data already stored in the repository while the ‘tes’ port known for 

testing is being connected to the another retrieve operator for feeding in the test data also 

stored. 

The model simulator has two ports on its right side namely: ‘sim’ i.e. simulation and 

‘mod’ i.e. model ports. However, since we are more concerned about the simulation at 

Sub Process of 
the Vote 
Operator. The 
final result of this 
sub process is 
forwarded to the 
Vote operator for 
implementation 
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this point, only the ‘sim’ port is connected to the ‘res’ port of the process environment as 

shown below.  

 

 

Figure 2: Process View of the Ensemble Model Simulator 

 

5. Result and Performance Evaluation  
The result of the model built from figure 1 and simulated in figure 2 as shown above is 

shown in figure 3 below’ shows that the model’s prediction is true with the confidence for 

this decision at 50% with the duration (mins) as the main attribute for this conclusion. 

However, 95% of predictions done by this model are correct and when the model says true, it 

covers 100% of the cases and its correct with 83.33% of all predictions for class true. 
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Figure 3: Result of the Ensemble Model Simulator 

  

Performance evaluation was carried out on certain criteria, after building the model. This was 
to determine the level of efficiency of the models created and if they reflect the aim of the 
study. The results of these performance findings are shown in Table 1. 
 
Table 1 Performance Evaluation between Naïve Bayes, K-Nearest Neighbour and Ensemble 
Learning Technique 

S.NO. Performance 
Criteria 

Naïve Bayes 
Algorithm 

K-Nearest 
Neighbour 
Algorithm 

Ensemble Learning 
Algorithm 

1. Accuracy 98.33% 71.67% 95.00% 

2. Classification 
Error 

1.67% 28.33% 5.00% 

3. Root_Mean_ 
Squared_Error (RMSE) 

0.129 +/- 0.000 0.515 +/- 0.000 0.274 +/- 0.000 

4. Squared Error 0.017 +/- 0.128 0.266 +/- 0.428 0.075 +/- 0.115 

 

The results from the comparison table above have shown that the accuracy 

performance criteria for the models was 98.33%, 71.6% and 95% for Naïve Bayes  

Algorithm, K-Nearest Neighbour Algorithm and Ensemble Algorithm respectively. It can be 

observed that, the accuracy for ensemble learning appears lower than that of Naïve Bayes 
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Algorithm, this is because the root_mean_squared_error (RMSE) which is the standard 

deviation of the predicted errors was recorded at 0.274 +/- 0.000 for ensemble technique and 

0.129 +/- 0.000 for Naïve Bayes with squared error, which is the average of the squares of the 

errors; at 0.075 +/- 0.115 for ensemble technique and 0.017 +/- 0.128 for Naïve Bayes as 

shown in figure 4, 5 and 6 respectively. These errors which are inversely proportional to the 

rate of accuracy are the reason why the ensemble techniques accuracy is subtly lower than 

that of Naïve Bayes Algorithm. 

 
Figure 4 Description of Naïve Bayes Model Performance Evaluation 
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Figure 5 Description of the K-Nearest Neighbour Model Performance Evaluation 

 

Figure 6 Description of the Ensemble Model Performance Evaluation 
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It also principally shows that ensemble learning is of a higher advantage to individual 
learning algorithm as k-nearest neighbour with an accuracy of 71.6% when ensembled 
with naïve Bayes had its accuracy rise to 95.00%/. 
 
6. Conclusions  
In conclusion, the results shown by Ensemble learning technique is advantageous over 

individual algorithms as the strength of the stronger algorithm augments the weakness of 

the other. For example, the strength of naïve bayes which is the stronger algorithm in the 

study with capacity of handling missing value within a dataset is seen and agrees with 

Reddy [16] where Bayesian networks model was used for anomaly detection and proved 

the model’s suitability being that its average rate leads to increase in prediction accuracy, 

however, in this work Bayesian was used in combination with k-nearest neighbour as an 

ensemble learning technique, which improved k-nearest neighbour by increasing the 

model accuracy from 71.67% singly to a 95.00% as an ensemble learner.  

The study result also agreed with Analytics Vidha,[20]  that Naïve Bayes algorithm is 

best when dealing with multivariate dataset and dataset with missing values as it 

individually outperformed the ensemble learner with an accuracy of 98.33% against 

95.00%. This result differed with smolyakov [17] conclusion of ensemble learning 

technique outperforming individual techniques, however, the reason for the variance may 

be as a result of disparity in the type of data used, as real time nominal data which consist 

of missing values, was used in this study while artificially generated continuous data 

which is usually complete was used by Smolyakov [17]. The study simply confirmed the 

possibility of exceptions with ensemble learning techniques underperforming than 

individual algorithm in the use case of nominal values with missing dataset. 
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